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FV3 Dynamic Core: Central component for NOAA’s Next Gen. Prediction
Systems

N J

e A

Progress on FV3GFS and FV3GDAS Developments and Results from Real-Time
Experiments
N

J

/

FV3 Dynamic Core for Regional Convective Allowing Modeling Applications and
moving nests for Hurricanes

~

N J

4 N
Role of Community Engagement in the development of NOAA’s Strategic
Implementation Plan (0-3 years) and Roadmap (0-10 years)

N J
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Strategic Implementation Plan for Unified Modeling

Strategic Vision for Evolution of NGGPS to a National Unified Modeling System

o Unified Modeling based on FV3 — Short term implementation plans through FY20
o Evidence based decision making process
o Community engagement from the beginning

o Working groups met at NCWCP during April 17-19, and August 1-4 2017 to draft SIP Draft V1, first draft
developed

o Leading to more detailed Strategic Plan and Road Map being developed by NWS STl in collaboration
with partners & community

oGovernance oData assimilation
oSystem architecture oEnsembles
olnfrastructure oPost Processing

oDynamics and Nesting (including oVerification & Validation
hurricanes) oConvective allowing models
oModel physics
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Strategic Vision & Roadmap

Production Suite ca. August 2016
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Courtesy Bill Lapenta

Starting from the quilt of
models and products created
by the implementing solutions
rather than addressing
requirements ....

e
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NGGPS (+ UDA)

Unified Global Coupled Model

Whole
Atmosphere

NWPS

Coastal
Air Qual.

... we will move to a product
based system that covers all
present elements of the
productions suite in a more

systematic and efficient way

Product =

Coupled Ensemble
+ Reanalysis + Reforecast

NGGPS (+UDA)
UGCM regional apps

Hour or
WoFGS
(WoF)

\
[

UDA: Unified Data assimilation
SGS: Seasonal Guidance System
SSGS: SubseasonalGuidance System

WGS: Weather Guidance System

UDA

RRGS: Rapid Refresh Guidance System

WoFGS; WoF Guidance System



ESMF Based NEMS FV3GFS - Object Oriented Design

NEMS is based on ESMF and
follows NUOPC convention

A numerical model in NEMS is
represented by software and
implemented as an ESMF grid
component.

Each ESMF grid component
has its own internal state
with internal methods

——
E
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Timeline for FV3GFS Transition to Operations
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Near-term Milestones
* Q1FY18: Update FV3 documentation

« Q1FY18: Complete Pre/Post processing, verification, &
downstream

+ Q3FY18: Implement FV3GFS Beta version (parallel production
from NCO)

« Q4FY18: Advanced physics; increased resolution and enhanced
DA

« Q1FY19: Finalize FY19 FV3GFS implementation configuration

* Q2FY19: Conduct and evaluate real-time parallels and 3-year
retrospective experiments

« Q2FY19: Implement FV3GFS into NCEP operations replacing
current operational GFS (GSM)



Timeline for FV3GEFS Transition to Operations
(extending forecasts to sub-seasonal time scales at weeks 3&4)

Version 1.1

January 2018 Implementation Plan for F¥3-GEFS (FY2017-2020)

FVIGEFS Fr17 Fr18 F¥19 F¥20
01 Q2 03 04 Q1 | Q2 Q3 04 1 Q2 Q3 04 a1 Q2 Q3 a4
FY3GEFS Reanahrsis FV3G F5 with Pr3GDAS, conffizure it
Development for manabysis (ESRL)

FY¥3GEF5 Ensemble

Configure Fr3G F5 ensemble resolu

bio n, members,

e, and extend
EMIC)

physics, coupling to ocean and sea-

Configuration
forecasts toweeks 384

Produce ~20-year manabhs i
datasets using Fr3GFs fGDAS
{ES RL)

FY3GEFS Reanahrsis
Production

Finalize P3G EFs V12
configumtion® & produce ~20-year
reforecasts (extended to 35 days)

FY3IGEFs Reforecasts

Evaluate Ar3GER V12
forecast performance out
to weeks 381

FY3IGEFS v12 Evaluation

Fr3IGEFRS V12 in
operation

FYW3IGERs W12

Implementation current date

Further ad vancements of RF3GEFS
{GF5 /G EFS unification, ensemble
based coupled modeling for 35-day
weatheroutlook guidance)

Advancement of Pr3GEFS

* Proposed changes forGEF5 V12: 1) Produce FY3 based reanahs ik in FY18 using the same configuration as Q2FY18 FY3G F5 (E5RL); 2) Refo recas s
will be based on Pr3IGEFS configu red with either coupled to Ocean and 5ea-lce modek or use 2-Tier 55T approach; and 3) FY3GEFS Reforecasts
extended to 35 days to include weeks 383 guida nce.
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Achieving thunderstorm-resolving resolution “TODAY” in a
unified meso-global prediction system

Oklahoma City

1) Grid stretching (smooth variation of grid spacing)

1) 2-way nesting (Harris and Lin 2014)
FV3 is uniquely suitable for 2-way nesting, due to the application of two-time-level Finite-
Volume transport scheme

2) Optimal combination of the “stretching” and “nesting”

Example:

~ 3 km
without the
nest (black)
~ 1 km with a
2-way nest
(red)




Simulations of tornado-producing super-cell storms with
GFDLU’s variable-resolution FV3

Lin and Harris (manuscript)




FV3 for convective allowing model and predictions

FV3 currently runs over a cubed sphere on which the user can place a static nest.
Work is proceeding to add a regional option.

® User can select the area of interest without integrating over the entire globe.

® Nests can be embedded for further enhancement of resolution if desired.

® Mesoscale data assimilation will be done only over the limited area; no delay
waiting for global data.

® Eliminate complications of nests’ potentially lying on the cube’s edges/corners.

Estimate for functionality without nests: March 2018
Capability to add nests: Summer of 2018

Question to be answered:
® |s the forecast quality on a regional domain with or without nests comparable to that of
similar nested domains on the globe?
® Can application of resources be significantly improved by removing the coarser global portion
of the integration domain?
(NCEP." HWRF Tutorial, NCWCP, January 25, 2018 10 >



Work Completed So far: Stand-Alone Regional FV3 for CAM Applications

* Initialized the integration domain from GFS input for
a single FV3 tile. Remapped values in the 3 boundary

« Generated the boundary data files from the GFS for rows blend smoothly with those in
a single tile the integration domain.

» Incorporated geographic lat/lon and orography for
the full regional domain including the boundary
area.

» Constructed code needed to read in the data from
the BC files; vertically remap scalars and wind
components in the BC data from the GFS levels to
FV3’s; and time interpolation of the BC data during
the integration.

« Built a tool to output any variable as a netcdf file
from anywhere/anytime in the model to allow
numerical and visual inspection for debugging.

To be done:

 Build the time interpolation of BC data into the
integration considering vertical remapping
frequency, acoustic timestep, and split tracer T T ot s
timesteps
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FV3GFS Release Schedule

FV3GFS Release vO — released in May 2017
® Access by request (core developers and trusted users)

® |nstructions and documentation at NCEP Vlab FV3GFS community
page: https://vlab.ncep.noaa.gov/web/fv3gfs

® | imited capability: forecast only experiment
FV3GFS Release v1 — planned for March 2018
® Core developers and trusted users to get access through Viab/Git
® Public release through github.com
® Full capability; including Data Assimilation and Post-Processing

® |nstructions and documentation at NCEP V0Lab FV3GFS community
page
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FV3GFS Community Development Strategy

WHERE GREAT IDEAS BECOME OPERATIONAL REALITY

> Access FV3GES & VIRTUAL LAB https://vlab.ncep.noaa.gov/web/fv3gfs N/

FV3GFS / Home

Proj VLab
roJ e Ct O n a | FV3GFS Version 0 Release ‘ | How to access the FV3GFS Version 0 Release |

NON-NOAA USERS

1 1 FOR ENVI
> COde re pOSItOfIGS Set ST M"'“n% Users outside of NOAA will need to obtain a
%, VLab External Partner Account. To get an external
E P 2 partner account please fill out the EV3GFES External
u p On VLab G IT /j Partner Request Form

NOAA USERS AND EXTERNAL PARTNERS

> Community Wiki page, Announcing the Version 0 Release of the FV3GFS!

NOAA users and external partners with NWS Virtual Lab access can view the release information, as well as other

Fo ru mS and Develo erS developmental details, in the FV3GFS Community. NOAA users and external partners with VLab access: 1) click
“Sign In" on top right of this page, 2) once signed in click on "All

Available Communities” in the Communities” portlet on the

FV3GFS VLab community

. . My

Pages On Vlab NGGPS and FV3 Dynamic Core: left side, 3) scroll down the list to find the "FV3GFS" community
NOAA GFDL's Finite Volume Cubed Sphere (FV3) dynamical core was selected for the new NGGPS atmospheric model and 4) click "Join™ next to the community. Then navigate to the
FV3 dynamical core implementation includes incorporating FV3 into NEMS, and developing advanced physics and data community home page through your "My Communities” list at
assimilation techniques to match or exceed the skill of operational Global Forecast System (GFS). In addition, NWS is the top or by this link:

working with federal partners, universities, and the community to create a fully accessible community model

https://vlab.ncep.noaa.gov/group/fv3gfs/
NGGPS FV3-based Unified Modeling System will be a community guided system. Additional information can be found on
the Community Participation page FV3GFS Redmine & Git repository:

XNext Release of ot e o 2015 s oo essotation by e DL £ e
FV3G FS (i n cI u d i n g Documentation of FVV3 Dynamic Core is available through various documents listed below: https://vlab.ncep.noaa.gov/redmine/projects/comfv3
p— ; EMC SVN repository:
A brief overview of the FV3 dynamical core General description that is part e access to EMC SVN server)
DA and post-

3

of FV3 Documentation.

https://svnemc.ncep.noaa.gov/trac/nems/

FV3 | A class of the van Leer-type Transport Schemes and Its Application to the Moisture Transportin a | Scientific Journal Article that is part
General Circulation Model of FV3 Documentation.
. FV3 | A Control-Volume Model of the Compressible Euler Equations with a Scientific Journal Article that is part | Documents and Media Display.
p rocessin g p | ann ed e T e T of FV3 Documentation.
FV3 | A finite-volume integration method for computing pressure gradient force in general vertical Scientific Journal Article that is part -
coordinates of FV3 Documentation. Release Vers'°n 0 Documents
for March 2018 FV3 | An expich flx o semi-Lagrangian shallow-waler model on the sphers Scientiic Journal Arice tat s par - .
of FV3 Documentation.
FV3 A Two-Way Nested Global-Regional Dynamical Core on the Cubed-Sphere Grid Scientific Journal Article that is part

through github.com #1Pv3 et

S - * Limited support from EMC to run FV3GFS forecast only experiments on
XRegional capability WCOSS, Theia and Jet; expanded support to come with CROW (planned for
to core developers March 2018)

through VLab Git « Broader community support mechanism is planned for September 2018

—
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Unified Workflow for Research and Operations

CROW

Common Research and Operational Workflow

Scope by ~12 months

P T T \

- Integrated build & workflow system. GFs || HMON | [ etc.
— Umbrella build system - ‘ -
— Unified workflow system % i - ; )
- For all use cases: - ™
CROW

— Production, Parallels, Research | | |
— Easy transition of code to and from operations | | | |

System can be subsetted: = __,/

— Researchers needs do not include DBNet, nhor GFS faxes.

— Production needs do not include scientific data visualization
Initial target: FV3 Global Models (GFS, GDAS, GEFS)
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Rethinking R20 Strategy

|—— All of atmospheric and oceanic science and technology —-‘

General research and development
Related to NOAA’ mission.

General

R&D

related to

NOAA
mission

Research
Partners

Mission-
oriented
R&D to
improve
NOAA
operational
services

GMTB/EMC Testing Hierarchy

Individual PPs

Many Interacting PPs
Detailed

arch Partr
20 Years -+
Mission-oriented research and
development to improve
NOAA’ operational and .
b 3 Community
information services
Svears 1. Software
Science and Technology - Updates
Transition

Test_Beds

2 Years
S
Operational system SRS
Concepts
development and
implementation

Current

Operations ~

Operational
System
Science and technology development

specific to NOAA and

op('n‘l_ioml and jmplementation
ion serviggs

Courtesy: Louis Uccellini & Brian Gross

« Community Governance for Unified Forecast System
* Improved communications and outreach
« Alignment among NOAA Labs towards SIP/SV/IRM

+ Evidence based decision making process
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Implementable
Research

Science and Technology
Transition

Phenomenological
Mechanical, Global PP
Interactions, First
7 Verification

EMC "Level 2°
Preliminary Testing

Responsibility
Lﬁnd

NCO Pre-Implementation

NGGPS/HFIP/JTTI FFOs focused on R20
Incentivize participation from community
NCEP/DTC/UCAR Visiting Scientist Programs
Expanded international collaborations ]
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Tropical Cyclone Forecasts in FV3

% .." i fil
il iR
3755 HEE AR TR / T TR A £ T
I ifang gt e s | R i B
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- i SmEmEmaan
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lescgping nest 2:1 nested grid . est,in sied rid
Deveiopment of next generation nesting technigues té address the
tropical cyclone forecast problem within the global model
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Hurricanes:  Two FV3 configurations:

1. The standard (uniform resolution) C768L63

2. Stretched C768L63 with a 3-km Atlantic Basin nest

Both configurations running quasi-real-time on Jet (Gaea as the backup)
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Statistics for 2-year period: 2015 & 2016
C768L63 (13-km) for all basins

2015 & 2016 ATLANTIC, EAST PACIFIC, WEST PACIFIC 2015 & 2016 ATLNATIC, EAST PACIFIC, WEST PACIFIC

NUMBER OF CASES: (1217, 1102, 995, 890, 697, 547, 420) NUMBER OF CASES: (1217, 1102, 995, 890, 697, 547, 420)
T . “ 7: " » l T I T

225

T | T ] T | T ] T [ T ] T l T | T T ] Y I ] I ¥ ] " 3 >
== Current NOAA global
== FV3 powered model
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(Source: Morris Bender) FORECAST HOUR

- Intensity skill is as good as HWRF
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Forecast Reflectivity Structure vs. NEXRAD Observations

fvGFS Initialized 18 UTC August 24, 2017
21-hour Forecast Radar Reflectivity (Left)

re

bon ®
-

’

s

;1 °.&“3

o.
<

o

I

and Observed Ground-Based NEXRAD Radar (Right) at 15 UTC (10 AM CDT) August 25, 2017

\
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Spin-up From GFS (13-km) ICs

-At hour 1, core is starting to spin up, but - L " -k -
looks very low-res ) ‘

\ .\
-At hour 3, isolated cells over Texas and rain - RN RS N,
. X -_— | / . ;.
bands are well-developed; Core still looks - A . v P '
somewhat too coarse ~ .Y \(@3‘% A '
/ : e "
-By hour 6 the core appears to me mostly ‘- i ‘ ;
Spun up Yoo icwEa o i e AW Sim Wow buw siw AN AT B Ya3e 100w 107 100w 39w sew 37w e e - e e .:.
; . [ .
Y AR e K y
T o :‘\r-';";-;";::. | ¥ e g
Y / ,-‘JW.:‘QE‘: \ .
Py A
{ th ‘s‘:
(Source: Andrew Hazelton) g
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Precipitation Verifications in Inches

(from Thursday 8am through Sunday 8am)
INIT: 2017082412

OBSERVED 72h PRECIPITATION TOTALS

‘Texas:Rainfall Totals

x Inches
i [ Joo1-01
B [ o.1-05
o5+
112
W -
.-
a-s

AR
a3
o

Mexico 3

This information is not official and should be considered an estimation.
S8 Trace amounts are not shown.
o W Source: Advanced Hydrologic Prediction Service
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INIT: 2017082412 . ) )
5 day Total Precipitation in Inches

(from Thursday 8am through Tuesday 8am)

13—km fvGFS 1-120 hr accumulated precipitation (inches) 3—km fvGFS 1-120 hr accumulated precipitation (inches)
3IN1Init: 2017082412 _-'u L;'"-' e [Mox value = 33.432
LI, 25
20 20
15 - 15
12 34N 12
0 10
9 9
8 . 8
7 31N 7
6 0N 6
5 o 5
4 4
3 28n s
: 21N 2
1 1
os 0.5
o1 N 0.1
0.01 ML‘S 0.01
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HURRICANE HARVEY (LATE GUIDANCE)
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Hurricane Irma

Simulated Composite Radar Reflectivity

* ncview “rainbow” color with
min=-20, max=54 (dBz)

+ fvGFS at C768L63 with
GFDL MP
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Hurricane Irma

Simulated Composite Radar Reflectivity

* ncview “rainbow” color with
min=-20, max=54 (dBz)

+ fvGFS at C768L63 with
GFDL MP
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Community Collaborations from NOAA Operations Point of view

Ecosystem
Sandby. = cqllaboratlve
environment
Exchange » Code repo & Reviews
(Bitbucket)
3 e |ssue tracking (JIRA)
Community h. » Testing (samboo)
S rted .
=PPo ePuinsh A - ® DOCumentatlon (Confluence)
(sutomated?). e SUppO rt (JIRA Helpdesk)
Fork N
. « Governance
- ' . « Identify code utility
6 ' « Define interfaces
" (es. EM[:::e_)r + Specify roles + authorities
NCO)

\d/  Allocate resources
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A glimpse into the future of NWP

Global cloud-resolving prediction with FV3-powered NGGPS

Himawari Satellite 50-hour prediction {INIT: 00Z 19AUG 2015)

? —

Courtesy: SJ Lin, GFDL
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